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(57) ABSTRACT

A scaling application estimates a downscaling kernel used to
generate a downscaled image. The scaling application
upscales the downscaled image based on the estimated
downscaling kernel, thereby generating a higher resolution
version of the downscaled image with minimal visual arti-
facts. The scaling application includes various networks that
perform the above operations. A kernel mapping network
generates a degradation map based on the estimated down-
scaling kernel. A degradation-aware generator network gen-
erates a reconstructed image based on the downscaled image
and the degradation map. A kernel discriminator network
generates an image delta that reflects visual artifacts present
in the reconstructed image. The scaling application includes
a parameter optimizer that iteratively modifies the estimated
downscaling kernel to reduce visual artifacts indicated in the
image delta. Via one or more iterations, the scaling appli-
cation generates a reasonably accurate estimation of the
downscaling kernel and can then upscale the downscaled
image with reduced visual artifacts.
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TECHNIQUES FOR UPSCALING IMAGES
GENERATED WITH UNDETERMINED
DOWNSCALING KERNELS

BACKGROUND

Field of the Various Embodiments

[0001] Various embodiments relate generally to video
processing and, more specifically, to techniques for upscal-
ing images generated with undetermined downscaling ker-
nels.

Description of the Related Art

[0002] A typical media production pipeline includes one
or more media processing stages where the resolution of the
media content being processed is increased and/or decreased
for various reasons. For example, the media content being
processed could have been captured initially at a relatively
higher resolution, such as an 8K resolution. This higher-
resolution version of the media content could then be
downscaled, using a known downscaling kernel, to a rela-
tively lower resolution, such as an HD (high-definition)
resolution, that is more suitable for downstream production
processing operations. In the downstream portion of the
media production pipeline, this lower-resolution version of
the media content could be composited with additional
rendered content to generate a lower-resolution composite
version of the media content. Subsequently, the lower-
resolution composite version of the media content could be
upscaled, using the known downscaling kernel, to a rela-
tively higher resolution that is more suitable for viewing,
such as a 4K resolution.

[0003] One drawback of the above approach is that media
content usually can be downscaled to a relatively lower
resolution and then upscaled to a relatively high resolution
without introducing visual artifacts only if the downscaling
kernel used for the downscaling and upscaling operations is
known. However, in many situations the downscaling kernel
is unknown and therefore cannot be used to upscale the
lower-resolution version of the media content without intro-
ducing substantial visual artifacts into the resulting upscaled
version of the media content. Visual artifacts are undesirable
because visual artifacts can degrade the overall visual qual-
ity of the media content, leading to poor viewing experi-
ences.

[0004] As the foregoing illustrates, what is needed in the
art is a more effective approach to upscaling media content
when the downscaling kernel is unknown.

SUMMARY

[0005] Various embodiments include a computer-imple-
mented method for scaling images, including generating a
first reconstructed image based on a scaled image and a
scaling kernel, wherein the first reconstructed image has a
first resolution, and the scaled image has a second resolu-
tion, generating an image difference based on the scaled
image and the scaling kernel, wherein the image difference
indicates that at least one visual artifact resides within the
first reconstructed image, modifying the scaling kernel to
produce a modified scaling kernel, generating a second
reconstructed image based on the scaled image and the
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modified scaling kernel, wherein the at least one visual
artifact has been reduced within the second reconstructed
image or eliminated.

[0006] At least one technological advantage of the dis-
closed techniques relative to the prior art is that low-
resolution images downscaled using an unknown downscal-
ing kernel can be upscaled to higher resolutions without
introducing significant visual artifacts. Accordingly, the dis-
closed techniques can be applied in media production pipe-
lines and other media processing contexts where media
content needs to be downscaled for various reasons and then
subsequently upscaled to some relatively higher resolution
that is more suitable for display.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] So that the manner in which the above recited
features of the various embodiments can be understood in
detail, a more particular description of the inventive con-
cepts, briefly summarized above, may be had by reference to
various embodiments, some of which are illustrated in the
appended drawings. It is to be noted, however, that the
appended drawings illustrate only typical embodiments of
the inventive concepts and are therefore not to be considered
limiting of scope in any way, and that there are other equally
effective embodiments.

[0008] FIG. 1 illustrates a system configured to implement
one or more aspects of the present embodiments;

[0009] FIG. 2A is a more detailed illustration of the
scaling application of FIG. 1, according to various embodi-
ments;

[0010] FIG. 2B illustrates a training engine that can be
included in the scaling application of FIG. 2A, according to
other various embodiments;

[0011] FIG. 3 illustrates a kernel space that includes a
variety of different downscaling kernels, according to vari-
ous embodiments; and

[0012] FIG. 4 is a flow diagram of method steps for
upscaling an image that has been downscaled using an
unknown downscaling kernel, according to various embodi-
ments.

DETAILED DESCRIPTION

[0013] In the following description, numerous specific
details are set forth to provide a more thorough understand-
ing of the various embodiments. However, it will be appar-
ent to one of skilled in the art that the inventive concepts
may be practiced without one or more of these specific
details.

[0014] As mentioned above, a typical media production
pipeline includes one or more media processing stages
where the resolution of media content is increased and/or
decreased for various reasons. For example, the media
content could initially be captured at a higher resolution,
such as an 8k resolution. The higher resolution version of the
media content could then be downscaled, based on a known
downscaling kernel, to a lower resolution that is suitable for
production processing operations, such as an HD resolution.
The lower resolution version of the media content could be
composited with rendered content to generate a lower reso-
Iution composite version of the media content. Subse-
quently, the lower resolution composite version of the media
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content could be upscaled, based on the known downscaling
kernel, to a higher resolution that is suitable for viewing,
such as a 4k resolution.

[0015] In situations where the media content is down-
scaled to a lower resolution using a known downscaling
kernel, as in the above example, the lower resolution version
of the media content can be effectively upscaled to a higher
resolution, based on the known downscaling kernel, without
introducing significant visual artifacts. However, in many
situations the downscaling kernel is unknown and therefore
cannot be used to upscale the lower resolution version of the
media content. Consequently, the lower resolution version of
the media content usually cannot be upscaled to a higher
resolution without introducing significant visual artifacts.
These visual artifacts degrade the overall appearance of the
media content and can lead to a poor viewer experience.

[0016] To address these issues, various embodiments
include a scaling application that estimates a downscaling
kernel used to generate a downscaled image. The scaling
application then upscales the downscaled image based on
the estimated downscaling kernel, thereby generating a
higher resolution version of the downscaled image with
minimal visual artifacts. The scaling application includes
various networks that perform the above operations. In
particular, a kernel mapping network generates a degrada-
tion map based on the estimated downscaling kernel. A
degradation-aware generator network generates a recon-
structed image based on the downscaled image and the
degradation map. A kernel discriminator network generates
an image delta that reflects visual artifacts present in the
reconstructed image. The scaling application further
includes a parameter optimizer that iteratively modifies the
estimated downscaling kernel in order to reduce visual
artifacts indicated in the image delta. Via one or more
iterations, the scaling application generates an increasingly
accurate estimation of the downscaling kernel that can be
used to upscale the downscaled image with reduced visual
artifacts.

[0017] At least one technological advantage of the dis-
closed techniques relative to the prior art is that low-
resolution images downscaled using an unknown downscal-
ing kernel can be upscaled to higher resolutions without
introducing significant visual artifacts. Accordingly, the dis-
closed techniques can be applied to media production pipe-
lines where media content needs to be downscaled for
various reasons and then subsequently upscaled to some
relatively higher resolution that is more suitable for display.
These technological advantages represent one or more tech-
nological advancements over prior art approaches.

System Overview

[0018] FIG. 1 illustrates a system configured to implement
one or more aspects of the various embodiments. As shown,
a system 100 includes a client 110 and a server 130 coupled
together via a network 150. Client 110 or server 130 may be
any technically feasible type of computer system, including
a desktop computer, a laptop computer, a mobile device, a
virtualized instance of a computing device, a distributed
and/or cloud-based computer system, and so forth. Network
150 may be any technically feasible set of interconnected
communication links, including a local area network (LAN),
wide area network (WAN), the World Wide Web, or the
Internet, among others.
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[0019] As further shown, client 110 includes a processor
112, input/output (I/O) devices 114, and a memory 116,
coupled together. Processor 112 includes any technically
feasible set of hardware units configured to process data and
execute software applications. For example, processor 112
could include one or more central processing units (CPUs).
/O devices 114 include any technically feasible set of
devices configured to perform input and/or output opera-
tions, including, for example, a display device, a keyboard,
and a touchscreen, among others.

[0020] Memory 116 includes any technically feasible stor-
age media configured to store data and software applica-
tions, such as, for example, a hard disk, a random-access
memory (RAM) module, and a read-only memory (ROM).
Memory 116 includes a database 118(0), a scaling applica-
tion 120(0), and a graphical user interface (GUI) 122(0).
Database 118(0) stores various data that is processed by
scaling application 120(0). Scaling application 120(0) is a
software application that, when executed by processor 112,
interoperates with a corresponding software application
executing on server 130. GUI 122(0) is an interface through
which scaling application 120(0) can receive input and
provide output.

[0021] Server 130 includes a processor 132, I/O devices
134, and a memory 136, coupled together. Processor 132
includes any technically feasible set of hardware units
configured to process data and execute software applica-
tions, such as one or more CPUs. I/O devices 134 include
any technically feasible set of devices configured to perform
input and/or output operations, such as a display device, a
keyboard, or a touchscreen, among others.

[0022] Memory 136 includes any technically feasible stor-
age media configured to store data and software applica-
tions, such as, for example, a hard disk, a RAM module, and
a ROM. Memory 136 includes a database 118(1), a scaling
application 120(1), and a GUI 122(1). Database 118(1)
stores various data that is processed by scaling application
120(1). Scaling application 120(1) is a software application
that, when executed by processor 112, interoperates with
scaling application 120(1) executing on client 110. GUI
122(1) is an interface through which scaling application
120(1) can receive input and provide output.

[0023] As a general matter, databases 118(0) and 118(1)
represent separate portions of a distributed storage entity.
Thus, for simplicity, databases 118(0) and 118(1) are col-
lectively referred to hereinafter as database 118. Similarly,
scaling application 120(0) and scaling application 120(1)
represent separate portions of a distributed software entity
that is configured to perform any and all of the inventive
operations described herein. Thus, for simplicity, scaling
applications 120(0) and 120(1) are collectively referred to
hereinafter as scaling application 120. GUIs 122(0) and
122(1) likewise represent separate portions of a distributed
GUI that is referred to collectively hereinafter as GUI 122.

[0024] In operation, scaling application 120 is configured
to process downscaled images in order to generate higher
resolution versions of those images. In so doing, scaling
application 120 estimates a downscaling kernel used to
generate the downscaled images and then modifies the
estimated downscaling kernel (or an encoded and/or com-
pressed version thereof) to reduce visual artifacts in the
higher resolution versions of those images, as described in
greater detail below in conjunction with FIGS. 2A-4.
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Software Overview

[0025] FIG. 2A is a more detailed illustration of the
scaling application of FIG. 1, according to various embodi-
ments. As shown, scaling application 120 includes a kernel
mapping network 200, a degradation-aware generator net-
work 210, a kernel discriminator network 220, input data
210, and a parameter optimizer 240. Kernel mapping net-
work 200, degradation-aware generator network 210, and
kernel discriminator network 220 are artificial neural net-
works that are trained via an approach described below in
conjunction with FIG. 2B. In one embodiment, one or more
of the above networks may be convolutional neural net-
works.

[0026] In operation, kernel mapping network 200 obtains
or generates a downscaling kernel 202. In some usage
scenarios, downscaling kernel 202 is pre-determined and
therefore known to have been used to generate downscaled
image 208. However, in other usage scenarios, the down-
scaling kernel used to generate downscaled image 208 is not
pre-determined and therefore unknown. In these usage sce-
narios, downscaling kernel 202 is randomized or randomly
sampled from a kernel space that spans a set of possible
downscaling kernels to provide an approximation to the
downscaling kernel that may have been used to generate
downscaled image 208. An exemplary kernel space is
described in greater detail below in conjunction with FIG. 3.
[0027] Kernel mapping network 200 encodes downscaling
kernel 202 into a latent space to generate latent representa-
tion 204. Latent representation 204 is a reduced-dimension-
ality version of downscaling kernel 204. In one embodiment,
kernel mapping network 200 may be a two-layer dense
network that analyzes a vector form of downscaling kernel
202 that is obtained via row concatenation. Kernel mapping
network 200 may then map the vector form of downscaling
kernel 202 to latent representation 204.

[0028] Kernel mapping network 200 assembles one or
more instances of latent representation 204 to form a deg-
radation map 206. Degradation map 206 is a spatial feature
map that indicates various spatially-dependent sources of
degradation. Kernel mapping network 200 generates degra-
dation map 204 via one of the following processes. In
situations where downscaled image 208 is generated based
on a single downscaling kernel that does not vary across
regions or pixel locations of a given input image, kernel
mapping network 200 assembles degradation map 206 by
copying latent representation 204 across those regions or
pixel locations. In situations where downscaled image 208 is
generated based on multiple downscaling kernels that vary
across regions or pixel locations of the given input image,
kernel mapping network 200 assembles degradation map
206 by generating a different latent representation 204 for
each different region or pixel location and combining those
different latent representations 204 into degradation map
206.

[0029] Via degradation map 206 described above, kernel
mapping network 200 can address downscaling operations
that are performed via spatially invariant downscaling ker-
nels as well as those performed via spatially variant down-
scaling kernels. In one embodiment, kernel mapping net-
work 200 may initially treat downscaling kernel 202 as
spatially invariant and therefore include copies of latent
representation 204 within degradation map 206. Kernel
mapping network 200 may subsequently treat downscaling
network 202 as having one or more spatial variations and
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then modify degradation map 206 to include different ver-
sions of latent representation 204 within degradation map
206. The spatial variations in downscaling kernel 202 may
be encoded into degradation map 206 via a parameter
optimization process that is described below in conjunction
with FIG. 2B.

[0030] Downscaled image 208 and degradation map 206
are included in input 210 and supplied to degradation-aware
generator network 220 and kernel discriminator network
230. Degradation-aware generator network 220 is a convo-
lutional neural network that analyzes downscaled image 208
and degradation map 206 to generate a reconstructed image
222. Reconstructed image 222 is a higher resolution version
of downscaled image 206. Degradation-aware generator
network 220 is trained to generate higher resolution versions
of downscaled images via an approach that is described in
greater detail below in conjunction with FIG. 2B.

[0031] Kernel discriminator network 230 is a convolu-
tional neural network that analyzes downscaled image 208,
degradation map 206, and one or more outputs of degrada-
tion-aware generator network 230 to generate an image delta
232. Image delta 232 generally indicates any artifacts that
may be present in reconstructed image 222. Such artifacts
can be present when the downscaling kernel is unknown and
degradation-aware generator network 220 therefore receives
as input a degradation map 206 that is generated based on a
randomized or randomly sampled downscaling kernel 202.
Under nominal circumstances, image delta 232 represents
the difference between downscaled image 208 and an origi-
nal, higher-resolution version of downscaled image 208, as
predicted by kernel discriminator network 230. In one
embodiment, kernel discriminator network 230 may receive
one or more outputs from at least one feature layer included
in degradation aware generator network 220. Degradation-
aware generator network 220 is trained to generate image
deltas via an approach that is described in greater detail
below in conjunction with FIG. 2B.

[0032] Parameter optimizer 240 obtains image delta 232
from kernel generator network 232 and then performs a
parameter optimization process with at least one of down-
scaling kernel 202 and degradation map 206. When per-
forming the parameter optimization process with downscal-
ing kernel 202, parameter optimizer 240 modifies one or
more coeflicients that describe the physical configuration of
downscaling kernel 202 to minimize image delta 232 fol-
lowing a subsequent processing iteration of kernel mapping
network 200, degradation-aware generator network 220, and
kernel discriminator network 230. In particular, kernel dis-
criminator network 230 optimizes the one or more coeffi-
cients of downscaling kernel 202 to cause image delta 232
to approach zero, indicating that some or all artifacts
included in reconstructed image 222 have been eliminated.
The described approach can be implemented when down-
scaling kernel 202 is spatially invariant.

[0033] When performing the parameter optimization pro-
cess with degradation map 206, parameter optimizer 240
modifies one or more versions of latent representation 204
included in degradation map 206 to minimize image delta
232 following a subsequent processing iteration of kernel
mapping network 200, degradation-aware generator net-
work 220, and kernel discriminator network 230. Specifi-
cally, kernel discriminator network 230 performs one or
more spatially-varying modifications to degradation map
206 to cause image delta 232 to approach zero, indicating
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that some or all artifacts included in reconstructed image
222 have been eliminated. The described approach can be
implemented when downscaling kernel 202 is spatially
invariant and also when downscaling kernel 202 varies
across different regions or pixel locations in a given input
image.

[0034] Via the above techniques, reconstructed image 222
can be generated that has a higher resolution than down-
scaled image 208 but has few, if any, visual artifacts. Further,
the disclosed approach can be implemented when downscal-
ing kernel 202 is pre-determined and therefore known to
have been used to generate downscaled image 208 and also
when the downscaling kernel used to generated downscaled
image 208 is unknown and/or spatially variant. The various
networks described above can be trained using the tech-
niques described below in conjunction with FIG. 2B.

Network Training

[0035] FIG. 2B illustrates a training engine that can be
included in the scaling application of FIG. 2A, according to
various other embodiments. As shown, a training engine 250
includes a convolutional operator 252 that is configured to
perform a downscaling operation with one or more original
images 254 based on one or more downscaling kernels 202
to generate one or more downscaled images 208. Original
image(s) 254 can include, for example, one or more random
images that generally span a variety of different image types.
Training engine 250 is configured to use original image(s)
254, downscaling kernel(s) 202, and downscaled image(s)
208 as training data during two training phases described
below.

[0036] In a first training phase, training engine 250 per-
forms a backpropagation operation with various sets of
weights included in kernel mapping network 200 and/or
degradation-aware generator network 220 with inputs that
are derived from downscaling kernel(s) 202 and downscaled
image(s) 208 and target outputs that are derived from
original image(s) 254. In so doing, training engine 250
modifies the sets of weights included in kernel mapping
network 200 and/or degradation-aware generator network
220 until one or more reconstructed image(s) 222 match
corresponding original image(s) 254 with less than a thresh-
old error. Training engine 250 then ceases training of kernel
mapping network 200 and/or degradation-aware generator
network 220 to perform a second training phase.

[0037] In the second training phase, training engine 250
performs a backpropagation operation with various sets of
weights included in kernel discriminator network 230 using
inputs that include pairs of reconstructed images 222 gen-
erated using correct and incorrect versions of a given
downscaling kernel 202. The inputs provided to kernel
discriminator network 230 during the second training phase
can also include at least one output of one or more convo-
Iutional layers of degradation-aware generator network 220.
Training engine 250 modifies the sets of weights included in
discriminator network 230 in order to encode a mapping
between variations of downscaling kernels 202 and visual
artifacts that occur in image deltas 232 based on those
variations. With this approach, kernel discriminator network
230 is trained to predict image deltas 232 to indicate these
visual artifacts.

[0038] When the above two training phases are complete,
parameter optimizer 240 operates in the manner previously
described to optimize downscaling kernel 202 and/or deg-
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radation map 206 to minimize image delta 232, thereby
approximating the downscaling kernel used to generate
downscaled images 208 (or approximate a derivative deg-
radation map).

[0039] Referring generally to FIGS. 2A-2B, under various
circumstances downscaling kernel 202 can be implemented
via one or more randomized kernels and/or one or more
random samplings of downscaling kernels 202, as men-
tioned above. In the latter case, downscaling kernels can be
randomly selected from a kernel space that includes a range
of possible downscaling kernels, as described in greater
detail below in conjunction with FIG. 3.

Exemplary Kernel Space

[0040] FIG. 3 illustrates a kernel space that includes a
variety of different downscaling kernels, according to vari-
ous embodiments. As shown, kernel space 300 includes
different types of downscaling kernels, such as impulse
kernels 310, disc kernels 320, and bicubic kernels 330.
Further, for any given type of kernel, kernel space 300
includes different spatial variations of the given type of
kernel, including stretched and/or scaled versions of the
given type of kernel.

[0041] In one embodiment, in an ordinary usage scenario,
kernel mapping network 200 described above in conjunction
with FIGS. 2A-2B may initially select N downscaling ker-
nels from kernel space 300 and then compute N images
deltas 232 based on these N downscaling kernels. Depend-
ing on the degree and/or severity of visual artifacts found in
the resultant N image deltas 232, kernel mapping network
200 may then determine that a subset of those N downscal-
ing kernels is more likely to include the correct downscaling
kernel compared to the other downscaling kernels sampled
from kernel space 300. The disclosed approach can more
effectively identify the correct downscaling kernel by avoid-
ing local minima associated with any given downscaling
kernel.

[0042] In another embodiment, the disclosed techniques
may be implemented in conjunction with GUI 122 of FIG.
1. GUI 122 may be configured to receive user input that
reflects specific portions of downscaled images that should
be upscaled with varying parameters. For example, GUI 122
could receive a brush stroke from the user emphasizing a
particular region of a given downscaled image. The brush
stroke could indicate that one or more parameters of down-
scaling kernel 202, such as the standard deviation, should be
modified within that particular region.

[0043] Referring generally to FIGS. 1-3, one advantage of
the disclosed techniques is that higher resolution versions of
downscaled images can be generated under circumstances
where the downscaling kernel used to generate those images
is unavailable or unknown. Further, the disclosed techniques
can be applied to situations where different portions of an
image are subjected to degradations caused by different
downscaling kernels. For example, when background con-
tent is superimposed with rendered content, the different
types of content could have different types of visual artifacts
that can be attributed to different downscaling kernels. The
disclosed techniques can effectively upscale such content to
produce a high-resolution version of the content with few, if
any, noticeable visual artifacts. In various embodiments, the
disclosed techniques may be applied to upscale lower reso-
Iution images that have not been downscaled but instead
have been initially generated at a low resolution. In such
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situations, the downscaling kernel is generally considered to
be “unavailable” since no initial downscaling operation is
performed. Persons skilled in the art will understand that the
disclosed techniques are applicable to any technically fea-
sible situation where a lower resolution image needs to be
upscaled to a higher resolution. The disclosed techniques are
described in greater detail below in conjunction with FIG. 4.

Procedure for Upscaling Images

[0044] FIG. 4 is a flow diagram of method steps for
upscaling an image that has been downscaled using an
unknown downscaling kernel, according to various embodi-
ments. Although the method steps are described in conjunc-
tion with the systems of FIGS. 1-3, persons skilled in the art
will understand that any system configured to perform the
method steps in any order falls within the scope of the
present embodiments.

[0045] As shown, a method 400 begins at step 402, where
scaling application 120 of FIG. 1 receives a downscaled
image. The downscaled image can be generated in a number
of different scenarios. For example, media content could be
captured at a high resolution and then downscaled to a lower
“working” resolution in order to perform post-production
operations, such as visual effects rendering. Alternatively,
the downscaled image may simply be a low resolution image
that is initially captured and/or rendered at a low resolution
but needs to be upscaled to a higher resolution for display.
[0046] At step 404, scaling application 120 generates a
downscaling kernel. In some situations, the downscaling
may be pre-determined, although typically the downscaling
kernel is unknown and scaling engine 120 initially generates
the downscaling kernel via a random sampling of a kernel
space, such as that shown in FIG. 3. In one embodiment,
scaling application 120 may initially generate multiple
downscaling kernels and subsequently select one such
downscaling kernel that best facilitates image upscaling.
[0047] At step 406, kernel mapping network 200 within
scaling application 120 encodes the downscaling kernel
generated at step 404 into a latent space to generate a latent
representation of the downscaling kernel. The latent repre-
sentation is a compressed version of the downscaling kernel
that has a reduced dimensionality compared to the original
version of the downscaling kernel.

[0048] At step 408, kernel mapping network 200 generates
a degradation map based on the latent representation gen-
erated at step 406. The degradation map is a spatial feature
map that indicates various spatially-dependent sources of
degradation. Kernel mapping network 200 can generate the
degradation map by copying the latent representation across
regions or pixel locations associated with an image having
a target upscaled resolution or by generating a different
latent representation for each different region or pixel loca-
tion and combining those different latent representations. In
one embodiment, kernel mapping network 200 may be a
convolutional neural network that is trained to generate the
latent representation based on training data that includes one
or more downscaling kernels, a set of images, and a set of
downscaled images that are generated by downscaling the
set of images using the one or more downscaling kernels.
[0049] At step 410, degradation-aware generator network
220 within scaling application 120 generates a reconstructed
image based on the downscaled image received at step 402
and the degradation map generated at step 408. The recon-
structed image has a target set of dimensions and/or reso-
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Iution that, in some cases, corresponds to an original image
that is downscaled to produce the downscaled image
received at step 402. In one embodiment, degradation-aware
generator network 420 may be a convolutional neural net-
work that is trained to generate the latent representation
based on training data that includes one or more degradation
maps, a set of images, and a set of downscaled images
associated with the one or more degradation maps.

[0050] At step 412, kernel discriminator network 230
generates an image delta based on the downscaled image
received at step 402, the degradation map generated at step
408, and a set of outputs drawn from degradation-aware
generator network 420. In one embodiment, the set of
outputs may be derived from a final convolutional layer
included in degradation-aware generator network 420. Ker-
nel discriminator network 230 generates the image delta to
indicate a set of artifacts that may be present within the
reconstructed image generated at step 410. In one embodi-
ment, kernel discriminator network 430 may be a convolu-
tional neural network that is trained to generate image deltas
based on training data that includes any of the inputs to
and/or outputs from degradation-aware generator network
420.

[0051] At step 414, parameter optimizer 250 within scal-
ing application 120 modifies the downscaling kernel gener-
ated at step 404 and/or the degradation map generated at step
408 to reduce the image delta over one or more processing
iterations. In particular, parameter optimizer 250 iteratively
modifies one or more parameters that define the downscaling
kernel and/or modifies the degradation map directly and then
recomputes the reconstructed image and image delta in an
iterative manner until the image delta indicates less than a
threshold amount of visual artifacts.

[0052] At step 416, scaling engine 120 outputs the recon-
structed image with a higher resolution than the downscaled
image. Because scaling engine 120 optimizes the downscal-
ing kernel and/or the degradation map to reduce image delta,
the reconstructed image output at step 416 may have mini-
mal visual artifacts, if any.

[0053] Insum, a scaling application estimates a downscal-
ing kernel used to generate a downscaled image. The scaling
application then upscales the downscaled image based on
the estimated downscaling kernel, thereby generating a
higher resolution version of the downscaled image with
minimal visual artifacts. The scaling application includes
various networks that perform the above operations. In
particular, a kernel mapping network generates a degrada-
tion map based on the estimated downscaling kernel. A
degradation-aware generator network generates a recon-
structed image based on the downscaled image and the
degradation map. A kernel discriminator network generates
an image delta that reflects visual artifacts present in the
reconstructed image. The scaling application further
includes a parameter optimizer that iteratively modifies the
estimated downscaling kernel in order to reduce visual
artifacts indicated in the image delta. Via one or more
iterations, the scaling application generates a reasonably
accurate estimation of the downscaling kernel and can then
upscale the downscaled image with reduced visual artifacts.
[0054] At least one technological advantage of the dis-
closed techniques relative to the prior art is that low-
resolution images downscaled using an unknown downscal-
ing kernel can be upscaled to higher resolutions without
introducing significant visual artifacts. Accordingly, the dis-
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closed techniques can be applied to media production pipe-
lines where media content needs to be downscaled for
various reasons and then subsequently upscaled to some
relatively higher resolution that is more suitable for display.
These technological advantages represent one or more tech-
nological advancements over prior art approaches.

[0055] 1. Some embodiments include a computer-imple-
mented method for scaling image content, the method com-
prising generating a first reconstructed image based on a
scaled image and a scaling kernel, wherein the first recon-
structed image has a first resolution, and the scaled image
has a second resolution, generating an image difference
based on the scaled image and the scaling kernel, wherein
the image difference indicates that at least one visual artifact
resides within the first reconstructed image, modifying the
scaling kernel to produce a modified scaling kernel, and
generating a second reconstructed image based on the scaled
image and the modified scaling kernel, wherein the at least
one visual artifact has been reduced within the second
reconstructed image or eliminated.

[0056] 2. The computer-implemented method of clause 1,
wherein generating the first reconstructed image comprises
encoding the scaling kernel into a latent space to generate a
latent representation of the scaling kernel, generating a
degradation map based on the latent representation of the
scaling kernel, and combining the scaled image and the
degradation map to generate the first reconstructed image.

[0057] 3. The computer-implemented method of any of
clauses 1-2, wherein encoding the scaling kernel into the
latent space comprises reducing a dimensionality value
associated with the scaling kernel.

[0058] 4. The computer-implemented method of any of
clauses 1-3, wherein generating the degradation map com-
prises copying the latent representation of the scaling kernel
across one or more regions associated with a target image
having the first resolution.

[0059] 5. The computer-implemented method of any of
clauses 1-4, wherein combining the scaled image and the
degradation map comprises classifying at least a portion of
the scaled image and the degradation map using a convo-
Iutional neural network to generate the first reconstructed
image.

[0060] 6. The computer-implemented method of any of
clauses 1-5, wherein generating the image difference com-
prises obtaining a set of outputs derived from a convolu-
tional layer of a first convolutional neural network that is
used to generate the first reconstructed image, and combin-
ing the scaled image and the degradation map with the set of
outputs to generate the image difference, wherein the image
difference represents a difference between the first recon-
structed image and an initial version of the scaled image.

[0061] 7. The computer-implemented method of any of
clauses 1-6, wherein combining the scaled image and the
degradation map with the set of outputs comprises classi-
fying at least a portion of the scaled image and the degra-
dation map using a second convolutional neural network to
generate the image difference.

[0062] 8. The computer-implemented method of any of
clauses 1-7, wherein modifying the downscaling kernel
comprises performing a parameter optimization operation
with at least one of the downscaling kernel and an encoded
version of the downscaling kernel.
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[0063] 9. The computer-implemented method of any of
clauses 1-8, further comprising sampling a kernel space that
includes a plurality of different kernels to generate the
scaling kernel.

[0064] 10. The computer-implemented method of any of
clauses 1-9, further comprising generating the downscaled
image based on the scaling kernel and an initial version of
the scaled image.

[0065] 11. Some embodiments include a non-transitory
computer-readable medium storing program instructions
that, when executed by a processor, cause the processor to
scale image content by performing the steps of generating a
first reconstructed image based on a scaled image and a
scaling kernel, wherein the first reconstructed image has a
first resolution, and the scaled image has a second resolu-
tion, generating an image difference based on the scaled
image and the scaling kernel, wherein the image difference
indicates that at least one visual artifact resides within the
first reconstructed image, and generating a second recon-
structed image based on the scaled image and a modified
scaling kernel that is generated via an optimization process,
wherein the at least one visual artifact has been reduced
within the second reconstructed image or eliminated.

[0066] 12. The non-transitory computer-readable medium
of clause 11, wherein the step of generating the first recon-
structed image comprises encoding the scaling kernel into a
latent space to generate a latent representation of the scaling
kernel, generating a degradation map based on the latent
representation of the scaling kernel, and combining the
scaled image and the degradation map to generate the first
reconstructed image.

[0067] 13. The non-transitory computer-readable medium
of any of clauses 11-12, wherein encoding the scaling kernel
into the latent space comprises compressing the scaling
kernel to generate a compressed version of the scaling kernel
that has a lower dimensionality than the scaling kernel.

[0068] 14. The non-transitory computer-readable medium
of any of clauses 11-13, wherein generating the degradation
map comprises copying the latent representation of the
scaling kernel across one or more regions associated with a
target image having the first resolution.

[0069] 15. The non-transitory computer-readable medium
of'any of clauses 11-14, wherein combining the scaled image
and the degradation map comprises classifying at least a
portion of the scaled image and the degradation map using
a convolutional neural network to generate the first recon-
structed image.

[0070] 16. The non-transitory computer-readable medium
of any of clauses 11-15, wherein the step of generating the
image difference comprises obtaining a set of outputs
derived from a convolutional layer of a first convolutional
neural network that is used to generate the first reconstructed
image, and combining the scaled image and the degradation
map with the set of outputs to generate the image difference,
wherein the image difference represents a difference
between the first reconstructed image and an initial version
of the scaled image.

[0071] 17. The non-transitory computer-readable medium
of'any of clauses 11-16, wherein combining the scaled image
and the degradation map with the set of outputs comprises
classifying at least a portion of the scaled image and the
degradation map using a second convolutional neural net-
work to generate the image difference.
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[0072] 18. The non-transitory computer-readable medium
of any of clauses 11-17, further comprising generating the
downscaled image based on the scaling kernel and an initial
version of the scaled image, and training one or more neural
networks to generate the first reconstructed image and the
image difference using training data that includes the scaled
image, the scaling kernel, and the initial version of the first
reconstructed image.

[0073] 19. The non-transitory computer-readable medium
of'any of clauses 11-18, wherein the first resolution is greater
than the second resolution, and the scaling kernel comprises
a downscaling kernel.

[0074] 20. Some embodiments include a system, compris-
ing a memory storing a software application, and a processor
that, when executing the software application, is configure to
perform the steps of generating a first reconstructed image
based on a scaled image and a scaling kernel, wherein the
first reconstructed image has a first resolution, and the scaled
image has a second resolution, generating an image differ-
ence based on the scaled image and the scaling kernel,
wherein the image difference indicates that at least one
visual artifact resides within the first reconstructed image,
modifying the scaling kernel to produce a modified scaling
kernel, and generating a second reconstructed image based
on the scaled image and the modified scaling kernel, wherein
the at least one visual artifact has been reduced within the
second reconstructed image or eliminated.

[0075] Any and all combinations of any of the claim
elements recited in any of the claims and/or any elements
described in this application, in any fashion, fall within the
contemplated scope of the present embodiments and pro-
tection.

[0076] The descriptions of the various embodiments have
been presented for purposes of illustration, but are not
intended to be exhaustive or limited to the embodiments
disclosed. Many modifications and variations will be appar-
ent to those of ordinary skill in the art without departing
from the scope and spirit of the described embodiments.
[0077] Aspects of the present embodiments may be
embodied as a system, method or computer program prod-
uct. Accordingly, aspects of the present disclosure may take
the form of an entirely hardware embodiment, an entirely
software embodiment (including firmware, resident soft-
ware, micro-code, etc.) or an embodiment combining soft-
ware and hardware aspects that may all generally be referred
to herein as a “module” or “system.” Furthermore, aspects of
the present disclosure may take the form of a computer
program product embodied in one or more computer read-
able medium(s) having computer readable program code
embodied thereon.

[0078] Any combination of one or more computer read-
able medium(s) may be utilized. The computer readable
medium may be a computer readable signal medium or a
computer readable storage medium. A computer readable
storage medium may be, for example, but not limited to, an
electronic, magnetic, optical, electromagnetic, infrared, or
semiconductor system, apparatus, or device, or any suitable
combination of the foregoing. More specific examples (a
non-exhaustive list) of the computer readable storage
medium would include the following: an electrical connec-
tion having one or more wires, a portable computer diskette,
a hard disk, a random access memory (RAM), a read-only
memory (ROM), an erasable programmable read-only
memory (EPROM or Flash memory), an optical fiber, a
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portable compact disc read-only memory (CD-ROM), an
optical storage device, a magnetic storage device, or any
suitable combination of the foregoing. In the context of this
document, a computer readable storage medium may be any
tangible medium that can contain, or store a program for use
by or in connection with an instruction execution system,
apparatus, or device.

[0079] Aspects of the present disclosure are described
above with reference to flowchart illustrations and/or block
diagrams of methods, apparatus (systems) and computer
program products according to embodiments of the disclo-
sure. It will be understood that each block of the flowchart
illustrations and/or block diagrams, and combinations of
blocks in the flowchart illustrations and/or block diagrams,
can be implemented by computer program instructions.
These computer program instructions may be provided to a
processor of a general purpose computer, special purpose
computer, or other programmable data processing apparatus
to produce a machine. The instructions, when executed via
the processor of the computer or other programmable data
processing apparatus, enable the implementation of the
functions/acts specified in the flowchart and/or block dia-
gram block or blocks. Such processors may be, without
limitation, general purpose processors, special-purpose pro-
cessors, application-specific processors, or field-program-
mable gate arrays.

[0080] The flowchart and block diagrams in the figures
illustrate the architecture, functionality, and operation of
possible implementations of systems, methods and computer
program products according to various embodiments of the
present disclosure. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or
portion of code, which comprises one or more executable
instructions for implementing the specified logical function
(s). It should also be noted that, in some alternative imple-
mentations, the functions noted in the block may occur out
of the order noted in the figures. For example, two blocks
shown in succession may, in fact, be executed substantially
concurrently, or the blocks may sometimes be executed in
the reverse order, depending upon the functionality
involved. It will also be noted that each block of the block
diagrams and/or flowchart illustration, and combinations of
blocks in the block diagrams and/or flowchart illustration,
can be implemented by special purpose hardware-based
systems that perform the specified functions or acts, or
combinations of special purpose hardware and computer
instructions.

[0081] While the preceding is directed to embodiments of
the present disclosure, other and further embodiments of the
disclosure may be devised without departing from the basic
scope thereof, and the scope thereof is determined by the
claims that follow.

What is claimed is:

1. A computer-implemented method for scaling image
content, the method comprising:
generating a first reconstructed image based on a scaled
image and a scaling kernel, wherein the first recon-
structed image has a first resolution, and the scaled
image has a second resolution;

generating an image difference based on the scaled image
and the scaling kernel, wherein the image difference
indicates that at least one visual artifact resides within
the first reconstructed image;
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modifying the scaling kernel to produce a modified scal-

ing kernel; and

generating a second reconstructed image based on the

scaled image and the modified scaling kernel, wherein
the at least one visual artifact has been reduced within
the second reconstructed image or eliminated.

2. The computer-implemented method of claim 1,
wherein generating the first reconstructed image comprises:

encoding the scaling kernel into a latent space to generate

a latent representation of the scaling kernel;
generating a degradation map based on the latent repre-
sentation of the scaling kernel; and

combining the scaled image and the degradation map to

generate the first reconstructed image.
3. The computer-implemented method of claim 2,
wherein encoding the scaling kernel into the latent space
comprises reducing a dimensionality value associated with
the scaling kernel.
4. The computer-implemented method of claim 2,
wherein generating the degradation map comprises copying
the latent representation of the scaling kernel across one or
more regions associated with a target image having the first
resolution.
5. The computer-implemented method of claim 2,
wherein combining the scaled image and the degradation
map comprises classifying at least a portion of the scaled
image and the degradation map using a convolutional neural
network to generate the first reconstructed image.
6. The computer-implemented method of claim 1,
wherein generating the image difference comprises:
obtaining a set of outputs derived from a convolutional
layer of a first convolutional neural network that is used
to generate the first reconstructed image; and

combining the scaled image and the degradation map with
the set of outputs to generate the image difference,
wherein the image difference represents a difference
between the first reconstructed image and an initial
version of the scaled image.

7. The computer-implemented method of claim 6,
wherein combining the scaled image and the degradation
map with the set of outputs comprises classifying at least a
portion of the scaled image and the degradation map using
a second convolutional neural network to generate the image
difference.

8. The computer-implemented method of claim 1,
wherein modifying the downscaling kernel comprises per-
forming a parameter optimization operation with at least one
of the downscaling kernel and an encoded version of the
downscaling kernel.

9. The computer-implemented method of claim 1, further
comprising sampling a kernel space that includes a plurality
of different kernels to generate the scaling kernel.

10. The computer-implemented method of claim 1, fur-
ther comprising generating the downscaled image based on
the scaling kernel and an initial version of the scaled image.

11. A non-transitory computer-readable medium storing
program instructions that, when executed by a processor,
cause the processor to scale image content by performing the
steps of:

generating a first reconstructed image based on a scaled

image and a scaling kernel, wherein the first recon-
structed image has a first resolution, and the scaled
image has a second resolution;
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generating an image difference based on the scaled image
and the scaling kernel, wherein the image difference
indicates that at least one visual artifact resides within
the first reconstructed image; and

generating a second reconstructed image based on the

scaled image and a modified scaling kernel that is
generated via an optimization process, wherein the at
least one visual artifact has been reduced within the
second reconstructed image or eliminated.

12. The non-transitory computer-readable medium of
claim 11, wherein the step of generating the first recon-
structed image comprises:

encoding the scaling kernel into a latent space to generate

a latent representation of the scaling kernel;
generating a degradation map based on the latent repre-
sentation of the scaling kernel; and

combining the scaled image and the degradation map to

generate the first reconstructed image.
13. The non-transitory computer-readable medium of
claim 12, wherein encoding the scaling kernel into the latent
space comprises compressing the scaling kernel to generate
a compressed version of the scaling kernel that has a lower
dimensionality than the scaling kernel.
14. The non-transitory computer-readable medium of
claim 12, wherein generating the degradation map com-
prises copying the latent representation of the scaling kernel
across one or more regions associated with a target image
having the first resolution.
15. The non-transitory computer-readable medium of
claim 12, wherein combining the scaled image and the
degradation map comprises classifying at least a portion of
the scaled image and the degradation map using a convo-
Iutional neural network to generate the first reconstructed
image.
16. The non-transitory computer-readable medium of
claim 11, wherein the step of generating the image difference
comprises:
obtaining a set of outputs derived from a convolutional
layer of a first convolutional neural network that is used
to generate the first reconstructed image; and

combining the scaled image and the degradation map with
the set of outputs to generate the image difference,
wherein the image difference represents a difference
between the first reconstructed image and an initial
version of the scaled image.
17. The non-transitory computer-readable medium of
claim 16, wherein combining the scaled image and the
degradation map with the set of outputs comprises classi-
fying at least a portion of the scaled image and the degra-
dation map using a second convolutional neural network to
generate the image difference.
18. The non-transitory computer-readable medium of
claim 11, further comprising:
generating the downscaled image based on the scaling
kernel and an initial version of the scaled image; and

training one or more neural networks to generate the first
reconstructed image and the image difference using
training data that includes the scaled image, the scaling
kernel, and the initial version of the first reconstructed
image.

19. The non-transitory computer-readable medium of
claim 11, wherein the first resolution is greater than the
second resolution, and the scaling kernel comprises a down-
scaling kernel.
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20. A system, comprising:
a memory storing a software application; and
aprocessor that, when executing the software application,
is configure to perform the steps of:
generating a first reconstructed image based on a scaled
image and a scaling kernel, wherein the first recon-
structed image has a first resolution, and the scaled
image has a second resolution,
generating an image difference based on the scaled
image and the scaling kernel, wherein the image
difference indicates that at least one visual artifact
resides within the first reconstructed image,
modifying the scaling kernel to produce a modified
scaling kernel, and
generating a second reconstructed image based on the
scaled image and the modified scaling kernel,
wherein the at least one visual artifact has been
reduced within the second reconstructed image or
eliminated.



